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This is the User’s guide for the add-on packagee (version 2.0, August 2012) for the

language. It is distributed in thest directory of the package.

npde computes normalised prediction distribution errors, ariméb evaluate nonlinear mixed-
effect models such as those used in population pharmadakorepharmacodynamic studies. Pre-
diction distribution errors were developed under the nanegliption discrepancies by Mentré and
Escolano 12]. Brendel et al {] proposed an improved version taking into account repeaibsérva-
tions within each subject, which were called predictioririhsition errors.

The program is an add-on package (or library) running unideRtsoftware [L7]. Please install
and launchr to usenpde.

In section2, we describe briefly the method referencedlin PDetails concerning the context and
the methods can be found in this publication. In sec8pwe describe how to use the program to
compute, plot and test prediction distribution errors.afiny in sectiord, we illustrate the use of the
package through two examples (included in the package).

An additional document is distributed along with the paeka@ysing the same examples as in
section4, it contains a table of graphical options and shows manyhgrap illustrate how to use
these options and produce specific graphs. This companmumaent, demo_npde2.0.pdf , is also
located in thenst directory of the package.

1 Installation and Legalese

1.1 Download and installation

npde can be obtained at the following URhttp://www.npde.biostat.fr/ . The website
also contains information concerning the updatesptie, the most recent version of this User Guide,
and references to some publications describing and ugihey The current version is 2.0.

The program is distributed as an add-on package (librarylRfaand is available on the CRAN,
from the menu or using the commaindtall.packages() from within R. Superuser privileges may be
required for a system-wide installation.

Please consult the Installation and Administratiomanual (section 6) provided with (or avail-
able from the CRAN) for further details concerning the itlateon of packages.

Uninstalling: under Windows, please remove the directapge from the library directory (path
RHOME\library). Under Linux, use the remove option (usually regsisuperuser privileges),
assuming the variable $RHOME contains the path to R:
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sudo R CMD REMOVE -I $RHOME/library/ npde

Note that when using thiastall.packages() function to update the package, it is generally not
necessary to uninstall prior versionsnpide.
Loading the library is done as usual in R by typing:

library("npde")

in theR command window. As of version 1.1, downloaded after JuMh22Z007, a message will be
printed stating the version and date of the library.

1.2 License

npde is a software distributed under the terms of the GNU GENERAIBBIC LICENSE
Version 2, June 1991. The terms of this license are in a filea&@OPYING which you should have
received with this software.
If you have not received a copy of this file, you can obtain orethie world wide web at
http://www.gnu.org/copyleft/gpl.html, or by writing to:

The Free Software Foundation, Inc.,
51 Franklin Street, Fifth Floor, Boston, MA 02110-1301, USA

1.3 Citing npde

If you use this program in a scientific publication, we wouleklyou to cite the following
reference:

Comets E, Brendel K, Mentré F. Computing normalised préafictlistribution errors
to evaluate nonlinear mixed-effect models: the npde adgamkage for RComputer
Methods and Programs in Biomedici2808, 90:154-66.

A BibTeX entry for BTeX users is:

@Article{Comets08,

author ={Emmanuelle Comets and Karl Brendel and France Ment r{\'e}},

titte ={Computing normalised prediction distribution err ors to evaluate
nonlinear mixed-effect models: the npde add-on package for {R}},
volume ={90},

pages ={154--66},
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journal ={Computer Methods and Programs in Biomedicine},
year =2008 }

Additional references are:

Brendel K, Comets E, Laffont CM, Laveille C, Mentré F. Megritor external model
evaluation with an application to the population pharmaoetics of gliclazide.Phar-
maceutical Researc?006, 23: 2036—-2049.

Comets E, Brendel K, Mentré F. Computing normalised premfctistribution errors
to evaluate nonlinear mixed-effect models: the npde ad@amkage for RComputer
Methods and Programs in Biomedici@808, 90: 154-66.

Comets E, Brendel K, Mentré F. Model evaluation in nonlimaated effect models, with
applications to pharmacokineticdournal de la Societe Francaise de Statistidgd.0,
151: 106-28.

Nguyen TH, Comets E, Mentré F. Extension of NPDE for evatuatif nonlinear mixed
effect models in presence of data below the quantificatioit livith applications to HIV
dynamic model.Journal of Pharmacokinetics and Pharmacodynan#042, 39: 499-

518.
with the corresponding BibTeX entries:

@Article{Brendel06,

author ={Karl Brendel and Emmanuelle Comets and C{\'e}line
title ={Metrics for external model evaluation with an appli
population pharmacokinetics of gliclazide},

volume ={23},

pages ={2036--49},

journal ={Pharmaceutical Research},

year =2006 }

@Article{Comets10,

author ={Emmanuelle Comets and Karl Brendel and France Ment
titte ={Model evaluation in nonlinear mixed effect models,

to pharmacokinetics},

volume ={151},

pages ={106--28},

journal ={Journal de la Société Francaise de Statistique},

Laffont and Christian Laveille
cation to the

r{ve}},

with applications
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year =2010 }

@Article{Nguyen2012,

author = {Thi Huyen Tram Nguyen and Emmanuelle Comets and Fra nce Mentr{\'e}},
title  ={{Prediction discrepancies (pd) for evaluation of m odels with data
under limit of quantification}},

volume ={39},

pages ={499--518},

journal ={Journal of Pharmacokinetics and Biopharmaceuti cs},

year =2012 }

2 Statistical methods

2.1 Models and notations

Let B denote a learning dataset and V a validation dataset Used to build a population

pharmacokinetic model called M

Leti denote the'f individual ( = 1...., N) andj the {" measurement in an individuaj € 1,...,
ni, where i is the number of observations for subjért Let Yi={vi1,...,yin;} be the nvector of
observations observed in individual Let the functionf denote the nonlinear structural modédl.
can represent for instance the pharmacokinetic model. fHtistscal model for the observatigh) in
patienti at time {;, is given by:

yij = f(tij, 6i) +&j (1)

whereg; is the p-vector of the individual parameters agds the residual error, which is assumed to
be normal, with zero mean. The variancegfmay depend on the predicted concentratibfig, 6;)
through a (known) variance model. Letdenote the vector of unknown parameters of this variance
model.

In pharmacokinetic (PK)/pharmacodynamic (PD) studiesrstance, it is usually assumed that
the variance of the error follows a combined error model:

Val’(ﬁij ) = (Ginter+ Oslope f (tij ) ei)>2 (2)

whereginer andosigpeare two parameters characterising the variance. In thés 6as (Ginter, Oslope)’ -
This combined variance model covers the case of an homastoedariance error model, where
Osiope= 0, and the case of a constant coefficient of variation erradehwhendinter = 0. Another
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parameterisation often found is:
Var(sij) = Oﬁlter‘F Oglope f (tij B )2 ()

Another usual assumption in population PK/PD analysesaisttte distribution of the individual
parameter®; follows a normal distribution, or a log-normal distributicas in:

wherep is the population vector of the parametetsa vector of covariatesyis a function giving the
expected value of the parameters depending on the covgraaten; represents the vector of random
effects in individuali. n; usually follows a normal distributiof (0, Q), whereQ is the variance-
covariance matrix of the random effects, but other parametrnon-parametric assumptions can be
used for the distribution of the random effects, as in the fiegper using this method, in the context
of non-parametric estimatiod §]. Although npde were developed in the context of pharmauetic
and pharmacodynamic analyses, it is a general approacledhabe used to evaluate mixed effect
models. The key assumption is to be able to simulate from xpeaed model, and the npde are
designed to test whether simulations and observationesjmond.

We denote¥ the vector of population parameters (also called hyperperars) estimated using
the data in the learning datasetB:= (1, vedQ),o)’, where ve¢Q) is the vector of unknown values
in Q. Model M is defined by its structure and by the hyperparamei@restimated from the learning
dataset B.

2.2 Computing pde and npde in the absence of BQL data

Evaluation methods compare the predictions obtained By iding the design of V, to the
observations in V. V can be the learning dataset B (interaidlation) or a different dataset (external
validation). The null hypothesis (lis that data in the validation dataset V can be describeddnjein
MB. Prediction distribution errors are a metric designed b tieis assumption. In this section, we
assume that there is no observation below the limit of gfieation (LOQ) in the validation dataset;
an extension to BQL data is presented in secfich

2.2.1 Prediction discrepanciesgd)

Let p(y|W) be the whole marginal posterior predictive distributioranfobservation for the
individuali predicted by the tested mode|.ip defined as:

P(y1¥) = [ plyler,)p(6])do,
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Let Fj denote the cumulative distribution function (cdf) of thegictive distribution ply|W).
The prediction discrepancy is defined as the percentile obaervation in the predictive distribution
pi(y|¥), as given by:

pdj =Fi)= [ miwidy= [ [ plyi6,w)p(ew)dedy

In NLMEM, Fj; has no analytical expression and can be approximated by M@lations. Using
the design of the validation dataset V, we simuktatasets ¥™¥ (k=1,...,K) under model M. Let
Yis'm(k) denote the vector of simulated observations foritheubject in thek!™ simulation.

The prediction discrepancy pdor observation y can then be computed from the cdf Fas:
®)

1 K
pdj =Ry (i) ~ e 3 Lyyamio .y

To handle extreme values of the observations (defined asvataaller or larger than all the simulated
values )Z'm(k)), we further set:

L gty <y ™Wyk—1.. K
qu_{ K 1] i

2
1- A& ity >y™vk=1...K

Under H, if K is large enough, prediction discrepancies (pd) folla@d, 1) by construction.

Smoothing the distribution: the simulation-based computation described above canttetids
especially at the extremes, that is, different observatioay have the same value of pd (this occurs
particularly often if the number of simulations is small tbe model is quite different from the data).
To avoid this issue, we have implemented an option to smdwhdistribution: instead of using
directly the quantile of the observation within the simathdistribution, as in equatids we draw
the pd randomly between this quantile ($a¥K) and the one immediately abov + 1) /K). We do
this by adding a sample from a uniform distribution over thieival [O,%] to the value defined by
the previous equation:

pq = Ujj + kzl yISJIm(k i (6)

Again, extreme values of the observations are treated sghar

’ UO,1/K]  ifyy <yj™vk=1...K
PUT Uk if yij >y ™ Vk=1...K

This option can be set by using ties=FALSE argument.

E. Comets, October 12, 2012 User Guide for npde 2.0 9



2.2.2 Prediction distribution errors (pde

When multiple observations are available for one subjgptcally in population analyses, the
pd are correlated within each subjet?]. To correct for this correlation, we compute the mea &
and variance val) of theK simulations. The mean is approximated by:

1 K .
E(Yi) = RZ ySimk)

and the variance-covariance matrix is approximated by:

vartY) = e 5 (Vi ~E(r) (V™ ~E(v))

||M7<

1
Ky
Decorrelation is performed simultaneously for simulatathd
im(k) _ im(k
Y — var(yy) Y2y ™ _E(vy))

and for observed data:
Y =var(Y;) " Y2(Yi —E(Y)))

Since we are looking to obtain residuals’, different deetation options exist to obtain vaf;)~1/2,
corresponding to different sets of decorrelated data.dmfide package, we propose 3 options, which
will be detailed in the next section (secti@dr?.3.

Decorrelated pd are then obtained using the same form&@auatswith the decorrelated data, and
we call the resulting variables prediction distributioroes (pde):

pde; = Fj(yij) (7)

Under H, if K is large enough, the distribution of the prediction disttibn errors should follow
a uniform distribution over the interval [0,1] by constract of the cdf. Normalized prediction distri-
bution errors (npde) can then be obtained using the invarsgion of the normal cumulative density
function implemented in most software:

npdeg; = ®*(pde;) (8)

By construction, if K is true, npde follow the\((0, 1) distribution and are uncorrelated within
an individual. The decorrelation step however does not nilaé&epde truly independent, since this
is only valid for Gaussian variables and here the model neality makes this only approximately
true [A4].
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2.2.3 Decorrelating the data to obtainpde

Decorrelation methods: To calculate the matrix v&Y;)~%/2? used for decorrelating data, we can
use different methods.

The Cholesky decomposition is a standard way to obtain uetsdin regression models, and
was used in the initial implementation of the npde libratyslcomputationally simple, numerically
stable, and remains the default method. However, as ativiepvotal algorithm it is sensitive to the
ordering of the vector of )Y In PK or PD applications, time imposes a natural order orvédutor of
longitudinal observations which makes this method verguaht, however this may not be as simple
for instance when there are multiple responses. The Chotistomposition method is also used in
the proc MIXED of SAS, to calculate residuals for correlatiadia. Let C denote the Cholesky root of
var(Y;) so that

C'C=var(Y;j)

Then vatY;) %2 = (C')~1,

Using a Cholesky decomposition is not the only way to defirsgdteals. An alternative which
is invariant to re-ordering of the vector of observationsoisgise the unique square root of the ma-
trix var(Y;), obtained using an eigenvalue decomposition. The matrixyacan be factorized as:
var(Y;) = QAQ 1, where Q is the square matrix of the same dimension @i¥arwhose ' column
is the eigenvector of var;) andA is the diagonal matrix whose diagonal elements are the -corre
sponding eigenvalues. The square root matrix ofYaris then calculated as:

var(Yi)Y? = QAY2Q 1

and this square root matrix is inverted to calculate the iaér(Y;)~%/2. This method is currently
implemented in MONOLIX 4 and NONMEM 7 to calculate weightegiduals (WRES, IWPRES)
and npde. However, when calculating the symmetric squasefrom the eigen value-eigen vec-
tor decomposition, we will essentially be defining prineiglirections determined by the variance-
covariance matrix and thus, the decorrelated observdtasiduals are rotated and no longer corre-
spond to the natural ordering.

We have also implemented a third method, combining a Chgpldskomposition with a polar
decomposition I0]. Let C denote the Cholesky root of v&f). Using polar decomposition, the
matrix C can be factorized as: €€UH, where U is a unitary matrix and H is a positive-semidedinit
Hermitian matrix. The square root matrix of &) is then calculated as:

var(Yj)¥?=u'Cc

This square root matrix is then inversed to calculate theirear(Y;)~1/2.
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Choosing a decorrelation method: The Cholesky method was the only option available in the
previous version of the library (npde 1.2) and is implemdrds the default method in the current
version (npde 2.0). Choosing the decorrelation methodne dsing thelecorr.method="" option,

with the following choices:

decorr.method="cholesky" Cholesky decomposition (peeuderse obtained by thehol
function)
decorr.method="inverse" Inverse (unique inverse, olethumsing thesigen function)
decorr.method="polar"  polar decomposition (pseudofis@ebtained by combining the
chol function with thesvd function)

Note: The user needs to be aware that sometimes the decorrel&piiregardless of the method
chosen to perform it) will induce or mask patterns in the gsapf npde versus time or pre-
dictions. When strange patterns are seen, we advise thdausé&so look at the pd graphs,
which do not involve the decorrelation step, to ascertaietivlr these patterns are really due
to model misspecification and not an artefact of the decaticel step, and/or to test different

decorrelation methods.

2.3 Handling BQL data

Choosing the method to handle BQL data: BQL data means that we do not obseyedirectly,
but that we know the observation to be below a censoring vaNesrestrict ourselves to data below
the LOQ, although extension to interval-censored dataasgsttforward. BQL data in the validation
dataset can be treated in different ways:

e removed from the dataset: optioans.method = "omit"

e imputed to model predictions: population predictions {@ptens.method = "ppred") or indi-
vidual predictions (optioreens.method = "ipred")

— with the"ppred” method, population predictions are computed using thelsiedidatasets
(for observatiory;j, the population prediction iEk(yf’j'm(k))))

— with the"ipred” method, individual predictions for each observation aididuring the
estimation process need to be included in the data file asditicachl column

— pd and npde are computed after replacing observed and $edwdata by the imputed

values
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e imputed to a fixed value: to LOQ (optiaens.method = "loq") or to a value chosen by the user
(optioncens.method = "fixed",log=LOQ where LOQ is a number)

— as in the previous method, pd and npde are computed aft@rcieglobserved and simu-
lated data by the imputed values

Sometimes the data includes different LOQs (for instancenithe dataset pools several studies with
different analytical methods). In this case, the programmmates the smallest LOQ in the dataset,
and this value is used to censor the simulated data (eg, anyated value in the dataset lower than
the LOQ is omitted or replaced using the imputation methaxseh).

Note that all methods involve some loss of power, all the miangortant when the fraction of
BQL data is large, and thus conclusions must be made withemeelwhen using these imputation
methods. However, simulations show that tle@s.method = "cdf" is the most suitablelf], and
that methods imputing directly with a fixed value or with ptgiion model predictions have a poor
performance.

Imputation of BQL data using the cumulative distribution fu nction (option cens.method = "cdf") [16]
For an observation above LOQ), the pd is computed as desalimat, as the quantile of the observa-
tion within the predicted distribution. For a BQL obsereati(left-censored observatioyff*"**of the

i individual at timet;;, we first evaluate its probability of being under LOQYF"™ < LOQ) using
the predictive distribution predicted from the model:

1 K
Pry™ < LOQ) = Fj(LOQ) = i 3 Lsmb_| 0Q ©)

(these predicted probabilities are stored and returnedhenrésults, see sectidh5). Since we
only know that the actual observation is below LOQ, we preptts compute the pd for a left-
censored observatiorﬁ-‘i?‘s, pcfjens, as a random sample from a uniform distribution over theruate
[O,Pr(yﬁ-ensg LOQ)].

To obtain the npde however, we first need to also impute obsens which are below LOQ. We
transform the imputed pd back to an imputed observatiorgusia inverse function of the predictive
distribution functionk;:

v = B pds) (10)
Since pd are quantiles, this corresponds to finding the deantmediately after the imputed pd
and settin(‘;/icjem{‘”e"‘a to the value in the simulated distributi®) corresponding to that quantile (see
figure1 for an illustration). The new vector of observation¥¥ now contains both observed values,
for non censored data, and imputed values for censored data.
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o |

B _If

[ee]

©
2
E
S o |
o o
o
)
=
g o
I N R Pr(yi<LOQ) ___________
IS

cens _ cens:

5 yl] - F (pd )

S Option ties = TRUE: yoos = S'”“(k*”

pd;*"™ \ :
I Option ties = FALSE: y;~™ is randomly
) : . sampled in U[ sim(k) S|m(k+1)]
o _| im(k): o sim(k+1) p Yij Vi
© Yio o Y
T T T T T
0 5 10 15 20
yilm

Figure 1 : Imputation y*"*from pd*"*and F; with the two optionsties = TRUE" and"ties = FALSE"

We cannot simply decorrelate the vector of observedyatsing the simulations from the model,
because the simulated dataset also contains values that e been censored and treating them
as simulated. We therefore propose to impute these cendatado a value between 0 and LOQ
using the same method. We impute %"&ﬁe‘m’k for each ﬂimk below LOQ in the simulated data and
these )zimk are replaced using the same imputation method applied tobberved data.

As previously, to avoid ties in the pd and npde, we can jitterimputed pd ang. Figurel shows
an illustration for both cases:
o methodties = TRUE": if Fj(y] ™) < pdSens< Fij (yfi™ "), thenygens= ySmic

e method'ties = FALSE": if F; (y,sj'm(k ) < pdiP< F; (y.s'm(kﬂ)) thenyf*"sis randomly sampled

in a uniform distribution over the mterva}ﬁmk ,ylsj'm(k“))]

After the imputation step, a new vector of observatiof&%and new simulated data®f"" are
obtained. The complete data are then decorrelated usirsgithe technique as described above. Note
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that the matrix vaY;) used to decorrelate is computed using the imputed datae whiel predictive
distribution functionds; are computed using the original simulated data before tipeiiation step.

2.4 Tests
2.4.1 Tests on the distribution of npde

Under the null hypothesis that modelPMiescribes adequately the data in the validation
dataset, the npde follow th& (0, 1) distribution. We report the first three central moments @&f th
distribution of the npde: mean, variance, skewness, asasdlie kurtosis, where we define kurtosis
as the fourth moment minus 3 so that the kurtosis{go, 1) is 0 (sometimes called excess kurtosis).
The expected value of these four variables for the expetfé@l 1) are respectively 0, 1, 0 and 0. We
also give the standard errors for the mean (8E#N) and variance (SE+/2/(N — 1)).

We use 3 tests to test the assumption that the npde follod(fte1) distribution: (i) a Wilcoxon
signed rank test, to test whether the mean is significantigrént from 0; (ii) a Fisher test for vari-
ance, to test whether the variance is significantly diffefesm 1; (iii) a Shapiro-Wilks test, to test
whether the distribution is significantly different from armal distribution. The package also reports
a global test, which consists in considering the 3 tests@lath a Bonferroni correction?]. The
p-value for this global test is then reported as the minimdirthe 3 p-values multiplied by 3, the
number of simultaneous tests (or 1 if this value is largenthp[19]. A graphical code is used in
the library to highlight significant results, similar to thede used by other statistical functionsRn
such adm (see example). The normality test is very powerful, esplgardth large amount of obser-
vations. When the test remains significant even after madelament, QQ-plots should be used to
assess model adequacy in addition to the 3 statistical fEis is especially useful in large datasets
where the sheer amount of data will lead to reject even reddemodels.

2.4.2 Tests for covariate models

In [2], we proposed two approaches to evaluate a model with orowithovariates with a
validation dataset.

In the first approach, for continuous covariates we can testdrrelations between the covariate
and npde, using the Spearman correlation test; for catajarovariates we can use Wilcoxon or
Kruskal-Wallis tests. If the model and validation data espond, there should be no relationship
between npde and covariates.

In the second approach, we proposed to split the npde aogaalthe values of the covariate, and
test within each category that npde follows\& 0, 1) distribution. For categorical covariates, npde
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are split by categories of the covariate. We proposed taetise continuous covariates in 3 classes,
below first quartile £€Q1), between first and third quartiles {€Q3) and above third quartile{Q3).
If the model and validation data correspond, there shoulddsignificant departure from{(0, 1)
within each category: a test is performed for each categony,the resulting p-values are corrected
with a Bonferroni correction.

Both approaches gave similar results in terms of type | enrarsimulation study, but the second
approach has a slightly larger type | error and a correspgyslight increase in powef]. Tests
for covariate models will be added shortly to the library.

2.5 Graphs
2.5.1 Diagnostic graphs

Graphs can be used to visualise the shape of the distribofidime npde. Classical plots
include quantile-quantile plots (QQ-plots) of the distiibn of the npde against the theoretical dis-
tribution, as well as histograms and empirical cumulatistridbutions of the npde and pd. We also
find that scatterplots of the npde versus the independeratbley the predicted dependent variables,
or covariates, can help pinpoint model deficiencies. Sontbasfe graphs are plotted by default (see
section3.3.2. The package computes for each observation the predietad as the empirical mean
over thek simulations of the simulated predicted distribution (ctechk(yiSji"(k))), which is reported
under the name ypred along with the npde and/or pd.

In the field of population PK/PD, graphs of residuals versesijgtions use the values predicted
by the model even when the residuals have been decorrekses the case for both spe and npde
here. Comparing metrics to their theoretical distribusioan be done through QQ-plots or histograms
[10]. Examples of these different graphs will be shown inribgt section.

Visual Predictive Check (VPC) are now standard diagnosaplgs. In contrast to npde, they do
not handle heterogeneity in the design (eg dose regimem\ariates, so that they are most useful
in balanced designs to evaluate models without covari&tesiever since they are directly obtained
from model observations and predictions they illustratey vécely the shape of the evolution of
independent versus dependent variable. VPC are obtainsitinoyating repeatedly under the model
and plotting selected percentiles of the simulated datapesing them to the same percentiles in the
observed data. By default, the VPC produced in the npde gaa@respond to the median and limits
of the 95% prediction interval (eg, the 2.5th, 50th and 9V @srcentile of the data). The observed
data can also be plotted over the interval, or omitted foy \enge datasets.

Finally, when the dataset includes data below the LOQ, agfltite probability of being BQL can
be useful to assess whether the model is able to adequagelicpiow values, and is available in the
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npde package.

2.5.2 Prediction intervals

In the current version of the library, prediction bands asgelected percentiles, which can
be obtained through repeated simulations under the mode bested, can be added to most graphs
to highlight departures from predicted valués [Prediction intervals build on the idea of simulating
from the model to evaluate whether it can reproduce the gbdefata. For the VPC, a 95% prediction
interval on a given percentile (eg the median) can be ohtabhyecomputing the median for the
K simulated datasets and taking the region where 95% of tKeswdians lie. This can also be
applied to scatterplots of npde or pd, where for each petegiotted in the graph we can compute a
prediction interval of a given size. By default, 95% is usethie npde package, and each prediction
interval is plotted as a coloured area (blue for the 2.5 an@tBpercentile and pink for the median);
the corresponding 2.5th, 50th and 97.5th percentiles dfltiserved data are plotted as lines or points,
and should remain within the coloured areas.

A binning algorithm is used for the prediction intervalsgthumber of bins can be adjusted by
the user). Different options are: (1) equal bin sizes on tkexis; (2) equal bin widths on the X-axis;
(3) optimal binning using a clustering algorithm to selé& optimal breaks; (4) user-selected breaks.
The binning algorithm uses tiMclust library [6, 7] for R, which implements model-based clustering
with an EM-algorithm to select the optimal number of clustir the variable on the X-axis of the
graph.

2.5.3 Graphs for covariate models

Scatterplots of npde versus continuous covariates andplmg-of the npde split by cate-
gorical covariates can show the relationship between npdecavariates and help diagnose model
misspecifications. Prediction bands are also added to tiraphs.
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3 The npde package

3.1 Preparation of the input
The library needs two files:
¢ the file containing the dataset to be evaluated (hereaftaedaobserved data’)
¢ the file containing the simulations (hereafter named 'sated data’)
The library does not perform the simulatior’s. NONMEM [18], MONOLIX [11] or any program of
your choice can be used for that purpose.
3.1.1 Observed data
The observed data file must contain at least the followingl@mos:
e id: patient identification
e xobs: independent variable (time, X, ...)
e yobs: dependent variable (DV, concentrations, effegts...
Additional (optional) columns may be given. The program vétognise the following input:
e cens: censoring information (0 for observed data, 1 for @estsdata)

e mdv: missing data (O for observed data, 1 for missing dalég;ihformation supersedes cen-
soring information, so that an observation with mdv equdl taill be treated as missing, not
as censored; observations with values "." or NA will also besidered as missing

e ipred: individual model predictions

e covariates

The computation of pd and npde will remove missing obsesnatirom the observed dataset reported
in the output (see sectidhd).

Other columns may be present but will not be used by the fbire actual order of the columns
is unimportant, since the user may specify which columnaiornthe requested information, but the
default order is 1. id, 2. xobs, 3. yobs and no MDV column. A fikader may be present, and
column separators should be one of: blank space(s), taiulatark, comma (,) or semi-colon (;).
Finally, the digit mark should be a dot as in English (eg a nemiould read 4.5) and not a comma
as in French (4,5).
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3.1.2 Simulated data

The user must provide a file containing the K simulated dédastacked one after the other.
Within each simulated dataset, the order of the obseratimunst be the same as within the observed
dataset. The dimensions of the two datasets must be congpatib,sis the number of lines in the
observed dataset, the file containing the simulated datasggt have Kngpslines.

The simulated data file must contain at least 3 columns, ifoll@ving order:

1. id : patient identification
2. xsim: independent variable (time, X, ...)
3. ysim: dependent variable (DV, concentrations, effefts.

Additional columns may be present but will not be used by ithely.

The length of thed (respxobg column must be equal to the length of tllgrespxobg column
of the observed dataset repeated K times.

An example of how to set up simulations for an example datzsebe found in sectiof.1, and
examples of a simulated and observed dataset are avaitetble subdirectorgoc/inst of the library.

3.1.3 Number of simulations

Based on the results of simulation studis4], we recommend to use at ledst1000 but
the actual number may depend on the dataset involved, anddshe increased when the dataset
includes a large number of subjects. This will be invesgdah more details in future work apde.

A warning will be issued wheK is smaller than 1000 (see examples in sectipn

3.2 Execution
3.2.1 Interactive execution

The interactive mode is called by the functigsde():
myres<-npde()
The user will be prompted to enter successively:
e the name of the file or dataframe containing the observed data

¢ the columns in which id, xobs, dependent variable yobs, asdiply column with missing data
MDV can be found (the default order is 1, 2, 3 and no MDV column)
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e the name of the file or dataframe containing the simulatea dat
e whether results should be saved to disk; if so, the user naseater

— the format of the graph (one of: Postscript, JPEG, PNG or PDF)

— the name of the files: an extensiomde will be added to this name for the file in which
numerical results are to be saved (see sed@i@y and an extension depending on the
format of the graph will be added to this name for the file inathgraphs are to be saved
(respectively .eps, .jpeg, .png, .pdf for the formats apoler instance, if the user enters
myoutput and requests that the graphs be saved in PDF format, thasrdéigilwill be
namedmyoutput.npde and the graph files will benyoutput.pdf.

e whether npde should be computed
e whether pd should be computed
e whether a message should be printed as the computation efoggins in a new subject

e whether the function should return values (see se@&i8ri)

Alternatively, one or both filenames for the observed andiated data can be replaced by a dataframe
if the data has already been loadedRifisee example in the online documentation provided with the
package).

3.2.2 Non-interactive execution

In the non-interactive mode, the required information ttiethe functiorautonpde() instead
of answering a series of questions. The minimum input shimgldde the name of the observed data
file (for exampletheopp.tab) and the name of the simulated data file (for examgitetheopp.tab), as
in:
autonpde("theopp.tab”,"simtheopp.tab™)

A number of options can also be set as arguments, and areigivale |. Note that optionutput
has been deprecated (tin@isible() option is used to suppress the output when it is not affected
to an object).

Here is an example of the call tatonpde() with a number of arguments (see example in sec-
tion 4.1.4for an illustration):
x<-autonpde(namobs="theopp.tab",namsim="simtheopp.t ab",iid=1,ix=2,ly=3,
imdv=0,namsav="output.eps",boolsave=T,type.graph="e ps",output=F,verbose=T)
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Table I: Options available for the autonpde function.

Option Effect Default value

iid number of the column with ID information in 1
the observed data file

IX number of the column with the independent 2
variable (X)

iy number of the column with the observed data 3
(Y)

imdv number of the column indicating missing data 0
(MDV)

icens number of the column indicating censoring 0
(CENS)

iipred number of the column with individual predic- 0
tions (IPRED)

detect if TRUE, the datafile containing the original FALSE
data is assumed to have a header, and the pro-
gram will attempt to guess which columns con-
tain ID, X, Y, MDV, CENS and IPRED

units units for the X and Y axis (will be used in plots) none

boolsave whether results should be saved to disk TRUE

namsav name of the files where results will be saved output
(without extension)

type.graph graph format (one of: Postscript, JPEG, PNG eps
or PDF, corresponding to extensions .eps, .jpeg,
.png and .pdf respectively for the graph file)

calc.npde whether normalised prediction distribution er- TRUE
rors should be computed

calc.pd whether prediction discrepancies should be TRUE

cens.method

computed
decorr.method method used to decorrelate cholesky
method used to handle censored data impute

ties

verbose

if FALSE, the distributions of pdand npdeare TRUE
smoothed to avoid ties

whether a message should be printed as thd=ALSE
computation of npde begins in a new subject
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3.3 Results

Both execution modes will produce the same results. Threestyf results are produced by
default, but options can be used so that only some of thenreated:

1. anR object of class NpdeObject, containing several elemamtfjding the npde and/or pd (see
section3.3.1). With the optionoutput=F the object is not returned.

2. a graph file containing diagnostic plots of the npdetdut.eps with the default values; see
section3.3.2. The graph also appears in the graphic window of the cuRegssion. With the
optionboolsave=F the graph is shown but not saved to a file.

3. atext file with the same name as the graph file and extensgpae containing the following
data putput.npde with the default values), organised in columns: id, xobsegpnpde, pd With
the optionboolsave=F, the results are not saved.

3.3.1 Value

By default, the function returns an object of class NpdeCibje
myres<-npde()

Version 2.0 of the npde package uses the S4 class system,amndfumctions have been defined to
handle the object and produce descriptive summaries ansl (please refer to sectidh5 for more
details about S4 classes). As a result, the output is no toadjst that can be manipulated, but a
slightly more complicated object. However, for compattpilvith the previous version of npde, a
summary function can be used to produce a list containing the mauntses

x1<-summary(myres)

The object returned by the function contains 5 elements:

1. data: a NpdeData object containing the information relative® ¢bserved data

2. datsim: a NpdeSimData object containing the information relatovéhe simulated data
3. results: a NpdeRes object containing the results

4. options: a list of options used in the computations
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5. prefs: a list of graphical preferences

The first three elements are S4 objects also, with their oagscnd own methods, while the last two
elements are R lists. More information on how to handle tlodgects and which methods have been
defined for them can be found #5.

3.3.2 Graphs

Four graphs are produced by default:

1. a quantile-quantile plot: plot of the npde versus theesponding quantiles of a normal distri-
bution

e the liney = xis also drawn
2. a histogram of the npde

e the shape of the normal distributia§(0, 1) is also shown
3. aplot of the npde versus the independent variable X
4. a plot of the npde versus ypred

e for these last two graphs, we plot the lines correspondiygt® and to the critical values
5% and 95% (delimiting the 90% confidence interval in whichexpect to find the bulk
of the npde).

The default graphs now include (approximated) predictitervals (obtained by simulating from the
theoreticat\((0, 1) distribution, see sectioh 5); for compatibility with the behaviour of npde version
1.2, the optiorbands=FALSE can be used to suppress plotting the prediction intervals.

These graphs are designed as diagnostics for the npde;taofupooviding similar graphs for pd
is plotpd.

3.4 Errors during execution

Sometimes the function is unable to compute the decorcefatediction distribution errors
for one or more subjects. The following error messages cpaap

The computation of the npde has failed for subject xx because the Cholesky
decomposition of the covariance matrix of the simulated dat a could not be
obtained.
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or

The computation of the npde has failed for subject xx because the covariance
matrix of the simulated data could not be inverted.

followed by:

This usually means that the covariance matrix is not positiv e-definite. This can
be caused by simulations widely different from observation s (in other words, a
poor model). We suggest to plot a prediction interval from th e simulated data
to check whether the simulations are reasonable, and to cons ider prediction
discrepancies.

Prediction discrepancies will now be computed.

In our experience, this usually happens when the model issoriditioned that the matrices involved
in the computation of the prediction distribution errorg aingular, and mostly happens when the
model predicts the data very poorly. A prediction intervalVYisual Predictive Check) can be plotted
to check this.

When npde cannot be computed, the program computes autathapd even if thecalc.pd=F
option was used. The following graphs are plotted using ptead of npde

1. a quantile-quantile plot: plot of the pd versus the cqroesling quantiles of a uniform distri-
bution

e the liney = xis also drawn
2. ahistogram of the pd with the uniform densft0, 1) overlain
3. aplot of the pd versus the independent variable X
4. aplot of the pd versus ypred

e for these last two graphs, we plot the lines correspondiryg=® and to the 5% and 95%
critical values (delimiting the 90% confidence interval ihieh we expect to find the bulk
of the pd).

In this case, approximated prediction intervals are nottgdbby default, since the approximation
(sampling from the standard gaussian distribution) negldee correlation between the different pd
in an individual, and this leads to substantially narrowexdgction intervals when the number of
data per subject is large. Prediction bands may be addedblinong the optiorbands=TRUE with
optionapprox.pi set to eitheMRUEfor an approximated prediction interval (fast but rough}FALSE
for an approximated prediction interval (obtained usingsimulated datasets), as in:
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x<-dist.pred.sim(x)
plot(x,bands=TRUE,approx.pi=TRUE)

As seen here, requesting an exact (simulated) predicttenvad requires first to compute the distribu-
tion of pd in the simulated dataset, using the functishpred.sim (by default and in the interest
of time, this function computes only the distribution of e, but if called with the additional argu-
mentcalc.npde=TRUE the npde in the simulated dataset will also be included irotitput, allowing
the user to usepprox.pi=TRUE for graphs including npde).

3.5 Functions in thenpdepackage

npde has been programmed using the S4 classes$4 classes implement Object oriented

programming (OOP) iR, allowing to construct modular pieces of code which can lesl@s black
boxes for large systems. Most packages in the base libraryreamy contributed packages use the
former class system, called S3. However, S4 classes are @ tnaalitional and complete object
oriented system including type checking and multiple disip@ag. S4 is implemented in the methods
package in basB. More information on S4 classes aRpackages can be found in tutorials on the
Web. | used extensively the following manué] (in French).

The object returned by thepde() andautonpde() functions has thélpdeObject class, and
both generic and specific methods have been defined for #gs:cl

¢ print: the print function produces a summary of the objea mice format

e show: this function is used invisibly blywhen the name of the object is typed, and produces a
short summary of the object (more details can be obtainedsimguhe alternativehowall()
function

e summary: this function produces a summary of the object,iavidibly returns a list with a
number of elements, which provides an alternative way tesselements of the class; the list
contains the following elements:

obsdat the data (a matrix with 3 columns, id=subject id, xobserved X, yobs=observed Y, plus
if present in the data additional columns containing ceegorformation, mdv, covariates,

)

id subject id (first column in obsdat)
X observed x (second column in obsdat)

y observed y (third column in obsdat)
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npde the computed npde
pd the computed prediction discrepancies
plog the probability of being BQL for each observation (ihgouted)
N number of subjects
nrep number of simulations used in the computations
ntot.obs total number of non-missing observations
ypred predicted Y (the empirical mean of the simulated tedi distribution for each observa-
tion (Ex(y§; ™))
ycomp completed vector of observed y (includes the valugtsaikre imputed during the compu-
tation when BQL data are in the dataset)

ydobs the decorrelated observed dgta
ydsim the decorrelated simulated dy%ié“(k)*

xerr an integer valued 0 if no error occurred during the cotagan or a positive number (1 or

2) depending on the error encountered, if an error occurred

options options (can also be seen by usingptie  function)

prefs graphical preferences (can also be seen by usimgithe function)

¢ plot: this produces plots of the different objects

— when called without any argument, the default four plotsprogluced
— an argument plot.type can be used to produce different plots

— all plots can be tweaked to add titles, change colours,...
¢ [function: the get function, used to access the value of thts 8 an object
e [<-: function: the set function, used to replace the value efdlbts in an object
e gof.test: goodness-of-fit tests on the distributiommfe (or pd)

Examples of calls to these functions are given in the comegimg man pages and in the documenta-

tion (sectiord.1).
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3.6 Options for graphs

The documenttest npde.pdf  has been created to test the npde library and showcase th
different graphs. It contains several fits for the datasetsva in sectiord, and provides many ex-
amples of graphs setting graphical options. There is alsst @fl the graphical options with their
significance. This document is included in th& directory, where the present guide is also located.

An objectx resulting from a call tepde() or autonpde() contains a sloprefs where the graphical
preferences are stored as a list. Options can be set on thog #ygiven plot, by simply adding them
to the call toplot() as an argument (see examples in sectipnand they will then supersede the
preferences attached to the object:

plot(x,plot.type="data",col="red",main="Raw data")

The options can also be modified directly in the object, aeg thill then apply to the next plots, for
instance changing the new default color to red for all plstdone by setting the attributel in the
list:

X["prefs"]$col<-"red"

Options given on the fly will always supersede the optiongestin theprefs  slot.

Binning: most graphs now have the option of added prediction intervdiese prediction intervals
are computed using simulations under the model, and theyreeg binning algorithm. The influence
of the number and position of bins is quite important for tisaal assessment of the fit.

Several options are available for binning, and can be sagukievpc.method option. Possible
options are:

e equal : uses quantiles of the data to have about the same numbeint$ poeach bin
e width : divides the interval into bins of equal size

e user : user-defined breakpoints, setvipt.breaks  (will automatically be expanded to include
the lower and upper value of the data if not providedygd.breaks is not supplied, thequal
method will be used instead)

e optimal : uses theMclust function from themclust library (when available) to provide the
optimal clustering; the Mclust method

With all methods, if the number of bins requested is larganttine number of unique values of X, the
number of bins will be limited to the number of unique values.
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Warning: when using the 'optimal’ method, warnings may appear. Thegd number of bins is se-
lected from arange equaltpc.bin  £5, but a message such &s:map(out$z) : no assignment
usually indicates that the number of bins is too large, ihentadvised to change the value of
vpc.bin  and start again.

Specifying ¢(0.01,0.99) with thequal " or *width * binning method and vpc.bin=10 will create
2 extreme bands containing 1% of the data on the X-interkiah divide the region within the two
bands into the remaining 8 intervals each containing theesarmber of data; in this case the intervals
will all be equal except for the two extreme intervals, theesaf which is fixed by the user; complete
fine-tuning can be obtained by setting the breaks with thenwethod="user"

Further options: More details on available graphs and options can be founddaronline docu-
mentation. Please type:

?plot.npde

to get started.

If further tweaking is required, any graph can also be re¢eckwith a bit of work using the output
from the package. Using the functisammary will extract the necessary elements from the object,
and the user can then use those to produce her or his own graphs

x1<-summary(x)
names(x1)
head(x1%$x)
head(x1$npde)
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4 Examples

4.1 Model evaluation for theophylline PK

The subdirectoryoc contains a full working example usingde. We used theheopp.tab
dataset provided wittNONMEM as an example which most users are already familiar with.s Thi
dataset is also available under the narheoph in thedataset package irR, under a slightly different
format. This dataset was provided by a study by Dr. Roberoblpf the kinetics of the anti-asthmatic
drug theophylline 18].

The subdirectorgloc contains the following files:

theopp.tab the observed data

simtheopp.tab the simulated data (witk100)

fittheop.ctr the NONMEM control file used for the estimation
simultheop.ctr the NONMEM control file used for the simubaits
runtheo.res the result file from the NONMEM estimation

theophylline.eps the graphs

theophylline.npde  the file containing the results

npde_userguide.pdf the present user guide

vtrue.dat a file with data simulated undergH

vfalse.dat a file with data simulated assuming a bioavailability dividey 2

1 We used K=100 to provide a very quick computation ofrthdeand to avoid including a large file
in the package, however we recommend using at least K=10Q@dsimulations.
2 These datasets were simulated as examples of externahtiafidiatasets inJ]

4.1.1 Data

Theophylline concentrations were measured in 12 patiemisaoperiod of 24 hr after a single
oral dose of the drug. Each patient received a different.dDse data file has the following structure:

Column number 1 2 3 4 5
Column name ID Dose Time Conc Wt
Item meaning Patientid Dose Time Concentrations Weight

Doses are given in mg, times in hours and concentrationspted in mg.cL,
Figure 2 displays the dataset. The data for the first two patientsvengin the appendix (see
page58), to show the format of the data file.
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Conc (mg/L)

Time (hr)

Figure 2 : Theophylline data.

4.1.2 Model

The data was analysed with a one-compartment model withdiidsgtr absorption and elim-
ination, parameterised in absorption rate constar{tikits hr 1) volume of distribution V (units L)
and elimination rate constant k (units#y. Concentrations at time 0 were removed from the dataset.
The model did not include covariates. Interindividual adility was modelled using an exponential
model for the three pharmacokinetic parameters. A coveei&etween the parameters k and V was
assumed, yielding the following variance-covariance imxatr

wﬁa 0 0
Q= 0 G omegay = cov(Nng,nv) (12)
0 covnk,nv) A3

The residual error model was a combined additive and pragp@tterror model as in equatiéh

These data were analysed with the softMa@NMEM version 5.1. The ADVAN2 routine was
used. The estimation method was #@CE algorithm with theINTERACTION option. The control
file is given in the Appendix (see pa®®) and the relevant results in the ouput filetheo.res are
shown on pagé0.

The following parameter estimates were obtained:

E. Comets, October 12, 2012 User Guide for npde 2.0 30



Population mean Interindividual variability (CV%)

ka (hr™) 1.51 | wy, () 0.67
V(L) 0.46 | wv (-) 0.12
k (L.hr=1) 0.087| wx (-) 0.13
Ointer (Mg.L™Y)  0.088| cor(ni,nv) () 0.99
Oslope (-) 0.26

4.1.3 Simulations

The simulations were also performed usMQNMEM version 5.1. The control file used for
the simulations is given in the Appendix (see p&dg The beginning is identical to the control file
used for the analysis (padg®); the initial values in theSTHETA, SOMEGA, $SIGMA blocks have
been changed to the values estimated with the mode$ER&OR block includes a line to output the
simulated data, and tI$TABLE block has been changed to output the simulated data in a file.

The number of simulations can be changed withSkBPROBLEMS options in thesSIMULA-
TION block. Here, we use 100 simulations to compute the npde tyuackan illustration, but larger
numbers are more appropriate (we recommend at least 10@0ssioms). Simulations were saved in
the file simtheopp.tab.

4.1.4 Computingnpde

The interactive version of the program was run below. In agiesp, the user was prompted to
enter all details necessary for the computations {tegtirple show values entered by the user while
text in black is printed by the program):

myres<-npde()
Name of the file containing the observed data: theopp.tab
Automatic recognition of columns in the dataset (y/Y) [default=yes] ? n
I’'m assuming file theopp.tab has the following structure:
IDXY ..
and does not contain a column signaling missing data.
To keep, press ENTER, to change, type any letter: n
Column with ID information ? 1
Column with X (eg time) information ? 3
Column with Y (eg DV) information ? 4
Column signaling missing data (eg MDV, press ENTER if none) ?
Column signaling censoring (eg CENS, press ENTER if none) ?
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Column with individual predictions (eg ipred, press ENTER if none) ?
Columns with covariates (eg WT; enter one at a time, press ENTER if none or when finished) ?
Name of the file containing the simulated data: simtheopp.tab
Do you want results and graphs to be saved to files (y/Y) [default=yes] ? y
Different formats of graphs are possible:
1. Postscript (extension eps)
2. JPEG (extension jpeg)
3. PNG (extension png)
4. Acrobat PDF (extension pdf)
Which format would you like for the graph (1-4) ? 1
Name of the file (extension will be added, default=output): theophylline
Do you want to compute npde (y/Y) [default=yes] ? vy
Do you want to compute pd (y/Y) [default=yes] ? vy
Different decorrelation methods are available:
1. Cholesky decomposition (default)
2. Inverse using diagonalisation (as in Monolix and Nonmem)
3. Cholesky followed by polar decomposition
Which method should be used for the decorrelation (1-3) ? 1
Method used to handle censored observations:
1. omit: pd will be set to NaN for missing data
2. cdf: pd will be imputed using a random sample from U(0,p_LOQ) where p_LOQ is the proba-
bility, according to the model, that a given observation is less than LOQ (default)
3. log: an observation below the LOQ will be imputed to the LOQ
4. ypred: an observation below the LOQ will be imputed to the population model prediction
5. ipred: an observation below the LOQ will be imputed to the individual model prediction
Which method should be used (1-5) ? 2
Do you want a message printed as the computation of npde begins in a new subject (y/Y) [default=n0]
72y
Do you want the function to return an object (y/Y) [default=yes] ? vy

In the second step, the program computed the normalisedcpoeddistribution errors, plotted
the corresponding graphs and performed the statisticl tesnpde, then computed the prediction
discrepancies (for which no tests are reported). A warnsngsued here because the number of

simulations is considered too small.
Here we see that the test of the meategt ) and varianceRisher variance test ) don't
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shown any significant departure from the theoretical vatdi€sand 1 respectively, on the other hand,
the normality test§W test of normality ) indicates a departure from the normal distribution, so
that the global test3lobal adjusted p-value ), consisting of a Bonferroni-corrected combination
of the three test, also shows a significant departure fronthiberetical distribution. However, the

results of the tests don’t necessarily reflect model adgqnabis case, because of the small number

of simulations used.

Automatic detection of variables is ON. The program will att
both mandatory variables (ID, X, Y) and optional variables (
when they are not specifically given or when the user-specif
found in the dataset, by looking in the names of the columns (t
behaviour, please use argument detect=FALSE in the call to n
Reading data from file ../data/theopp.tab
These are the first lines of the dataset as read into R. Please
of the data is appropriate, if not, modify the na and/or sep it
ID Dose Time Conc Wt

1 14.02 0.00 NA 79.6

2 1 NAO025 284 NA
3 1 NAO057 657 NA
4 1 NA 112 1050 NA
5 1 NA 202 966 NA
6 1 NA 382 858 NA

The following NpdeData object was successfully created:
Object of class NpdeData
longitudinal data
Dataset ../data/theopp.tab
Structured data: Conc ~ Time | ID
predictor: Time (hr)
NpdeDataReading data from file ../data/simtheopp.tab
These are the first lines of the dataset as read into R. Please
of the data is appropriate, if not, modify the na and/or sep it
ID xsim ysim
1 0.00 -0.090212
1 025 2.289200
1 0.57 4.227900
1 1.12 5.497900
1202 7.917300

aa B~ W N -

empt to detect
IPRED, MDV, CENS)
ied names are not

0 override this
pdeData().

check the format
ems and retry:

check the format
ems and retry:
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6 1 3.82 5.394300
There are rows with MDV=1 in the original dataset, the corres ponding rows
will be removed from the simulated dataset.

Warning: the number of simulations is 100 which may be too sma .
We advise performing at least 1000 simulations to compute np de.
Computing the npde for subject 1

Computing the npde for subject
Computing the npde for subject
Computing the npde for subject
Computing the npde for subject
Computing the npde for subject
Computing the npde for subject
Computing the npde for subject

© 00 N o O A W DN

Computing the npde for subject

[N
o

Computing the npde for subject

-
[EEN

Computing the npde for subject

[EE
N

Computing the npde for subject

Distribution of npde :
nb of obs: 120
mean= 0.0668  (SE= 0.095 )
variance= 1.074  (SE= 0.14 )
skewness= 0.511
kurtosis= 0.2912

Statistical tests

t-test : 0481

Fisher variance test : 055

SW test of normality . 0.00273 **
Global adjusted p-value . 0.00818 **

Signif. codes: *** 0.001 ** 0.01 * 0.05 '’ 0.1

Saving results in file ../results/theophylline.npde
Saving graphs in file ../results/theophylline.eps
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Selected plot type: default

Plotting QQ-plot of the distribution
Plotting histogram of the distribution
Plotting scatterplot versus X

Plotting scatterplot versus predictions

Alternatively, the first step can be run non-interactivelith the following command:

myres<-autonpde("theopp.tab","simtheopp.tab”,1,3,4, namsav="theophylline",
verbose=TRUE)

4.1.5 Graphs

The graphs in figur@ are plotted in a window, and saved to a file (unlbssisave=F). The

Q-Q plot versus N(0,1) for npde

Frequency

10 15 20 25 30
1

Theoretical Quantiles

5
1

0
1

npde
0
1

Time (hr) Predicted Conc (mg/L)

Figure 3 : Graphs plotted by thepde() or autonpde() functions.
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guantile-quantile plot and the histogram show a group afesorresponding to npge2.33, corre-
sponding to predicted distribution errors set at 0.99, aegtediction bands shows the corresponding
departure graphically on the two upper graphs. This indabservations larger than all the 100 cor-
responding simulated values. This often happens weas small as is the case in this example
(K=100), and can explain the departure from normality seethe tests. However, even increas-
ing the number of simulations to 1000 or 2000 does not in tkésygle yield a non-significant test,
meaning the model does not describe the data adequataljtgrest shown).

In the scatterplots (lower two graphs), the pink area is tlegliption interval for the median,
while the blue areas shows the prediction areas for the laiesdof the 95% prediction intervals.
The prediction bands are very large because of the small euoflsimulations so that model mis-
specification is not so obvious. By default, the binning amXhaxis uses bins of equal size (number
of observations), and the mean of the X values in the bin isl tiseglot the bin, which explains
why the bins do not extend to the largest X-value especiallhe lower right plot, but this default
behaviour can be tuned in the options.

Figure 4 shows the VPC, where the prediction bands are again verg laegause of the low
number of simulations.

Visual Predictive Check

Conc (mg/L)

0 5 10 15 20 25

Time (hr)

Figure 4 : VPC of the theophylline data, with 100 simulated datasets.
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4.1.6 Tests

A methodgof.test() is available for objects of clas¢pdeObject . When applied to the object
resulting from a call taxpde() or autonpde(), it will produce the same results as previously:

Distribution of npde :
nb of obs: 120
mean= 0.0668 (SE= 0.095 )
variance= 1.074  (SE= 0.14 )
skewness= 0.511
kurtosis= 0.2912

Statistical tests

t-test : 0.481

Fisher variance test : 055

SW test of normality : 0.00273 **
Global adjusted p-value . 0.00818 **

Signif. codes: *** 0.001 ** 0.01 ™* 0.05 '’ 0.1

Here, the four p-values are redirected to the R obyectVith the optionwhich="pd", the user can
select tests for the pd instead of the npde, but the testoniil be strictly valid when there is only
one observation per subject.

A gof.test() method has also been defined for numeric vectors, in whioh it&gll compute the
first moments and perform the four tests. The statisticajribatics can therefore be regenerated
easily without running the computation all over again, pied the results have been saved. In the
example above, the npde were saved to a file naheaghhylline.npde. The following code reads the
results from this file and computes the same tests as above:

dat<-read.table("theophylline.npde",header=T)
y<-gof.test(dat$npde)
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4.2 Model evaluation for viral loads in HIV (with BQL data)

In this example, we use simulated datasets based on a rdgldcftuiral load in HIV patients.
The real data and model were obtained in a phase Il cliniadldupported by the French Agency
for AIDS Research, the COPHAR 3 - ANRS 134 trif].[ The simulated datasets available in the
library were generated in a simulation study designed ttuatathe new method proposed to handle
BQL data [L6]. Data was simulated using a simple bi-exponential HIV dgitamodel describing
the two-phase decline of viral load during anti-retroviralatment; the dataset was then censored at
different LOQ levels (LOQ=20 or 50 copies/mL) to generat® thatasets containing two different
proportions of BQL data.

Thedata subdirectory contains the following files:

virload.tab simulated validation dataset without BQL alvatons
virload20.tab  simulated validation dataset with LOQ=2fies/mL
virload50.tab  simulated validation dataset with LOQ=5fies/mL
simvirload.tab simulated Monte Carlo samples (Wth1000)

The actual proportion of BQL data in the real dataset was 48&e the proportion of BQL data in
the censored datasets is respectively 26 and 44% for vibéab and virload50.tab.
4.2.1 Data

Each dataset contains 50 patients having 6 sampling timexsadveatment period of 24 weeks
(day 0, 28, 56, 84, 112, 168). The data file has the followingcstire:

Column number 1 2 3 4 5
Column name ID Time Log VL cens ipred
Item meaning ID Time logy(viralload) Censored or not individual predictions

Time is in days and viral loads are reported indegf the values measured in copies/mL.

4.2.2 Model and parameters for simulation

The model used in this example is a bi-exponential model kvirnias proposed by Ding and
colleaguesf], where the modef used to describe the evolution of lggviral load) is given by:

f(tij ,0i) = l0g;o(Pui g Mt Pyi ef)\Zit”) (13)

This model contains four individual paramet8rsPy;, P are the baseline values of viral load and the
A1i, Agi represent the biphasic viral decline rates. These parasreeepositive and assumed to follow
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a log-normal distribution with fixed effecis= (P1,P2,A1,A2). A correlation between the random
effects ofP;, P> and a constant error model were found on real data. The vakexsfor simulation
are inspired by the parameters obtained when analysingagéakollected in the COPHAR 3 - ANRS
134 trials P], and are given in the following table:

Population mean Interindividual variability (CV%)
P1 (copies/mL) 25000 wp, (-) 2.1
P, (copies/mL) 250 | wp, (-) 1.4
A1 (day ™) 0.2 |y, () 0.3
Ao (day ) 0.02 | wy, () 0.3
o (logio(copies/mL))  0.14 | cor(np,,Np,) (-) 0.8

4.2.3 Computing npde in the presence of BQL data

The following code was used to compute the npde for the 3 eetasor the two censored
datasets, censored data were either omitted (opgosimethod="omit" ) or imputed as described
in Methods (default, optionens.method="cdf" ).

data(virload)

data(simvirload)

xviroad<-autonpde(namobs=virload,namsim=simvirload, boolsave=FALSE,
units=list(x="days",y="copies/mL"))

data(virload20)

x20<-autonpde(namobs=virload20,namsim=simvirload,bo olsave=FALSE,
units=list(x="days",y="copies/mL"))
x20.omit<-autonpde(namobs=virload20,namsim=simvirlo ad,boolsave=FALSE,
units=list(x="days",y="copies/mL"),cens.method="omi t")

data(virload50)

x50<-autonpde(namobs=virload50,namsim=simvirload,bo olsave=FALSE,
units=list(x="days",y="copies/mL"))
x50.omit<-autonpde(namobs=virload50,namsim=simvirlo ad,boolsave=FALSE,
units=list(x="days",y="copies/mL"),cens.method="omi t")

A simulation study was performed it ], extending results fromifg], to assess the performance
of the method implemented in the new versionnpfle. The simulation study showed increased
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power to detect model misspecification, compared to simpiiitong BQL data from the dataset. As
expected, we observe a decrease in power when the propoffpL increases, since the imputation
is based on the model.

4.2.4 Graphs

The plot function produces by default the 4 graphs shown urd&@. A number of graphs
have been defined, which can be individually accessed thrtheplot.type  option.

Data: Figure5shows a plot of the data for the dataset with the highest thadnsoring (LOQ=50 cp/m
obtained by selecting the 'datalot.type . By default, the imputed data will be plotted as red
stars, completing the observed dataset (top left plot)icdDptare available to remove the BQL data
from the plot (optionplot.log=FALSE , top right) or to plot them at the censoring value (option
impute.log=FALSE , bottom left).

Viral load (cp/mL, in log10)
Viral load (cp/mL, in log10)

I T T I I T T I
0 50 100 150 0 50 100 150

Time (days) Time (days)

Figure 5 : Figure showing the data, with different options. The defaushown top left, and plots
the BQL data using the imputed values. Other options arertxe the BQL data from the plot (top
right) or to plot them at the value used for censoring (botteft). A dotted line shows the LOQ.
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The following code was used to produce this figure:

par(mfrow=c(2,2))

plot(x50,plot.type="data",new=F,ylab="Viral load (cp/ mL, in logl0)")
plot(x50,plot.type="data",new=F,ylab="Viral load (cp/ mL, in log10)",plot.log=FALSE)
plot(x50,plot.type="data",new=F,ylab="Viral load (cp/ mL, in log10)",impute.log=FALSE)

Comparing the censoring methods: in this section, we compare the different censoring methods
for the dataset with a high censoring value (virload50). Bfadlt, the imputation method described
in section2 is used, yielding the plots in figug With the omit censoring method, censored values
are omitted from the graph altogether (figihe With theipred or ppred censoring methods, censored
values are replaced by population or individual predidifrgure8 and9).

Q-Q plot versus N(0,1) for npde

Frequency

Theoretical Quantiles
0
1

npde
0
!
npde

Time (days) Predicted Log_VL (copies/mL)

Figure 6 : Default graphs for the virload50 dataset, default censgmmethod ‘(cdf").
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Q-Q plot versus N(0,1) for npde
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Figure 7 : Default graphs for the virload50 dataset, censoring mettumait”.

Q-Q plot versus N(0,1) for npde
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Figure 8 : Default graphs for the virload50 dataset, censoring mettioed".

E. Comets, October 12, 2012 User Guide for npde 2.0

42



Q-Q plot versus N(0,1) for npde
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Figure 9 : Default graphs for the virload50 dataset, censoring mettppded".

VPC: The Visual Predictive Check (VPC) for the data without anthwmputation is shown in
figure 10.

Visual Predictive Check Visual Predictive Check
©o
©
g g
5w 5 <
2 ks
Q Q
o o
L < e
3 s
g o
g o S
o
~N
T T T T T T T T
0 50 100 150 0 50 100 150
Time (days) Time (days)

Figure 10 : VPC obtained by removing BQL values (left) and by imputiegtlright), for the dataset
where LOQ=50 cp/mL. A dotted line shows the LOQ.
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Figure 11 shows the probability of being LOQ according to the modethwviine corresponding

prediction interval.

Probability of being under the LOQ

1.0

0.6

Pr(Y<LOQ)

04

0.2

0.0
I

0 50 100

Time (days)

Figure 11 : Probability of being LOQ according to the model.

These two figures can be obtained by the following code:

par(mfrow=c(1,2))
plot(x50.omit,plot.type="vpc",new=F)
plot(x50,plot.type="vpc",new=F)

plot(x50,plot.type="loq")

150
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Scatterplots: Scatterplots of npde or pd versus time or predictions ardadla. An example is
given in figurel2 for npde versus time, with or without imputation. Here inmpgtthe censored
values works very well, as can be expected given that thentagel was used to simulate the data.

Log_VL (copies/mL)
0
|
T

Log_VL (copies/mL)

Time (days) Time (days)

Figure 12 : VPC obtained by removing BQL values (left) and by imputiegtliright), for the dataset
where LOQ=50 cp/mL. A dotted line shows the LOQ.

This figure can be obtained by the following code:

par(mfrow=c(1,2))
plot(x50.omit,plot.type="x.scatter",new=F)
plot(x50,plot.type="x.scatter",new=F)

E. Comets, October 12, 2012 User Guide for npde 2.0 45



4.3 Model evaluation for remifentanil PK
4.3.1 Data

This dataset is one of the datasets distributed in thenlme library. The original data was
collected in a study by Minto et allfl, 15|, who studied the pharmacokinetics and pharmacodynamics
of remifentanil in 65 healthy volunteers. Remifentanil syathetic opioid derivative, used as a major
analgesic before surgery or in critical care. In the stuldg, gubjects were given remifentanil as a
continuous infusion over 4 to 20 min, and measurements wlected over a period of time varying
from 45 to 230 min (mean 80 min), along with EEG measuremente. following covariates were
recorded: gender, age, body weight, height, body surfaes @mnd lean body mass. The recruitment
was specifically designed to investigate the effect of ageh recruitment over 3 age groups (young
(20-40 yr), middle-aged (40-65 yr) and elderly (over 65 yr))

This dataset is used to illustrate the new covariate graphe.data is not included by default in
the library because it makes the package too large, howeageavailable from the author on request,
and is also downloadable on the npde websitg:(/www.npde.biostat.fr/ ) in the Download
page.

We modified the dataset to add a column with age group, anddedhe predictorRate (rate of
infusion) andAmt (dose) to generate simulations from the model.

data(remifent)
head(remifent)

4.3.2 Model

Minto et al. analysed this data using a 3-compartment modklayproportional error model
and log-normal distribution for the parameters. In theisdoaodel (without covariates), they esti-
mated the following parameters:

Population mean Interindividual variability (CV%)
CL(L.min™1Y) 2.46 | wcL (-) 23

V1 (L) 4.98 | wy (-) 37

Q (L.minY)  1.69 | wq, () 52

Vo (L) 9.01 | wy, (-) 39

Qs (L.min~Y) 0;065| wo, () 56

V3 (L) 6.54 | wy, (-) 63

o(-) 0.204
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Because of the size of the dataset, only 200 replicationseobase model without covariates are
used here but of course we advise a larger number of reglcati

xrem<-autonpde(namobs="remifent.tab",namsim="simrem ifent_base.tab",
lid=1,ix=2,iy=3,icov=c(6:12),namsav="remibase",unit s=list(x="hr",y="ug/L",

covariates=c("yr","-","cm","kg","m2","kg","yr")))

Computing the npde yields the following results:

Distribution of npde :
nb of obs: 1992
mean= -0.02578  (SE= 0.015 )
variance= 0.4637  (SE= 0.015 )
skewness= 0.2545
kurtosis= 2.077

Statistical tests

t-test : 0.0912 .

Fisher variance test . 1.88e-102 ***

SW test of normality . 8e-18 ***
Global adjusted p-value . 5.65e-102 ***

Signif. codes: *** 0.001 ** 0.01 ™* 0.05 '’ 0.1

Here the model is strongly rejected by the test on npde: testtdoes not show any trend in the data,
but the variance of npde is significantly smaller than 1. Hppears clearly in the plots in figuie
when comparing the distribution of npde to the theoreticstritbution.
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Q-Q plot versus N(0,1) for npde
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Figure 13 : Graphs plotted by thepde() or autonpde() functions.

Note: the very small p-value we find here is partly due to the sizdefdataset (1992 observations
here). Tests on npde, especially the variance and norntabtg, are almost systematically
positive in large real-life datasets as the power to detectehmisspecification is very large and
even a small number of outliers will cause the test to faik generally more informative with
large datasets to just use diagnostic graphs to help diagmoslel misspecifications without
attaching too much importance to the p-value.

4.3.3 Covariate graphs

Scatterplots: Scatterplots of npde versus a covariate can be used to deseds, as in figurdé4
for npde versus lean body mass. Here we removed the obseateetbd clarity.
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Figure 14 : Scatterplot of npde versus lean body mass.

Figurel5shows the plot of cumulative density function, split by ageup.
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Figure 15 : Empirical cumulative function of npde, split by quantilésage.
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These figures can be obtained by the following code:

plot(xrem,plot.type="cov.scatter",which.cov="LBM",p lot.obs=FALSE)
plot(xrem,plot.type="ecdf",covsplit=TRUE,which.cov= "age.grp",bands=TRUE,
plot.obs=FALSE)

4.4 Types of graphs

Table Il shows which plot types are available (some dependrather for instance covariates
or data below the limit of quantification are present in thiadat) for aNpdeObject object. Given an
objectx resulting from a call tapde or autonpde, default plots can be produced using the following
command:

plot(x)
Different plots are also available using the optpdet.type, as in:
plot(x,plot.type="data")

The final five plots can also be accessed with the base plothendptioncovsplit=TRUE. For
instance,
plot(x,plot.type="cov.x.scatter") is equivalent to plot(x,plot.type="x.scatter",covsplit=TRU

4.5 Options for graphs

Default layout for graphs in thepde library can be modified through the use of many options.

An additional documentlemo_npde2.0.pdf , is included in thenst directory of the package, pre-
senting additional examples of graphs and how to changefitens.

Table 11l following table shows the options that can be sighes by specifying them on the fly in
a call to plot applied to a NpdeObject object, or by storingnthin theprefs component of the object.

Note that not all of the graphical parameterpan)) can be used, but it is possible for instance
to use thexaxt="n" option below to suppress plotting of the X-axis, and to thesh ldack the axis with
theR functionaxis() to tailor the tickmarks or change colours as wanted. It is ptsssible of course
to extract npde, fitted values or original data to producedrese plots by hand if the flexibility
provided in the library isn’t sufficient. Please refer to teeumentlemo_npde2.0.pdf  for examples
of graphs using these options.
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Table II: Types of plots available.

Plottype Description

data Plots the observed data in the dataset
x.scatter Scatterplot of the npde versus the predictor Xigoally
can plot pd or npd instead)
pred.scatter Scatterplot of the npde versus the populptixsticted val-
ues
cov.scatter Scatterplot of the npde versus covariates
vpc Plots a Visual Predictive Check
log Plots the probability for an observation to be BQL, versu
the predictor X
ecdf Empirical distribution function of the npde(optiolygdd or
npd)
hist Histogram of the npde(optionally pd or npd)
ggplot QQ-plot of the npdeversus its theoretical distiinut(op-
tionally pd or npd)

cov.x.scatter Scatterplot of the npde versus the preditaeplit by co-
variate
cov.pred.scatter Scatterplot of the npde versus the popularedicted val-
ues, split by covariate
cov.ecdf Empirical distribution function of the npde(aptally pd or
npd), split by covariate
cov.hist Histogram of the npde(optionally pd or npd), spitco-
variate
cov.qgplot QQ-plot of the npdeversus its theoretical distion (op-
tionally pd or npd) , split by covariate
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Table Ill: Default graphical parameters. Any option not defined by therus automatically set to

its default value.

Parameter

Description Default value

General graphical options

new

ask

interactive

xaxt

yaxt

frame.plot
main

xlab

ylab

xlog

ylog

cex

cex.axis

cex.lab

cex.main

mfrow

xlim

ylim
type

Whether a new plot should be produced TRUE
Whether users should be prompted before each new ploFALSE
TRUE)

Output is produced for some plots (most notably when biRALSE
ning is used, this prints out the boundaries of the binning
intervals) ifTRUE

A character which specifies the x axis type. Specifying "@mpty
suppresses plotting of the axis

A character which specifies the y axis type. Specifying "&mpty

suppresses plotting of the axis

If TRUE, a box is drawn around the current plot TRUE

Title empty
Label for the X-axis empty
Label for the Y-axis empty
Scale for the X-axisTRUE: logarithmic scale) FALSE
Scale for the Y-axisTRUE: logarithmic scale) FALSE

A numerical value giving the amount by which plotting text
and symbols should be magnified relative to the default
Magnification to be used for axis annotation relative to tHe
current setting of ‘cex’

Magnification to be used for x and y labels relative to tHe
current setting of 'cex’

Magnification to be used for main titles relative to the cul-
rent setting of 'cex’

Page layout (NA: layout set by the plot function or before) NA
Range for the X-axis (NA: ranges set by the plot function) NA
Range for the Y-axis (NA: ranges set by the plot function)  NA

Type of plot ("b": both, "p": points, "I": lines). Default®t b/p
b for data and p for other plots
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Parameter

Description Default value

Options controlling the type of plots

plot.type
ilist

smooth
line.smooth
which.cov

ncat

which.resplot

box

Type of plot (see documentation for list) default
List of subjects to include in the individual plots 1:N
Whether a smooth should be added to certain plots FALSE
Type of smoothing (I=line, s=spline) S
Which covariates to use for the plot all

Number of categories in which to split continuous covarg
ates for graphs

Defaults to 3, splitting inkQ1, Q1-Qs, >Q3

Type of residual plot ("res.vs.x": scatterplot

versus X, "res.vs.pred":
"dist.hist": histogram, "dist.qgplot": QQ-plot)

If TRUE, boxplots are produced instead of scatterplots FALSE

Options for colours and line types

col

Ity

lwd
pch.pobs
pch.pcens
col.pobs
col.lobs
col.pcens
Ity.lobs
Iwd.lobs
col.abline
Ity.abline
lwd.abline
col.fillpi

col.fillmed

col.Imed

col.lpi

black
1 (straight line)

Default symbol and line colour
Default line type

Default line width 1

Default symbol type 20 (dot)
Default symbol type for censored observations 8()
Symbol colour to use for observations (points) steelblue4
Symbol colour to use for observations (lines) steelblue4
Symbol colour to use for censored observations red

Line type for observations 1

Line width for observations 1

Colour of the horizontal/vertical lines added to the plots DarkBlue"
Type of the lines added to the plots 2 (dashed)
Width of the lines added to the plots 2
Colour used to fill histograms andprediction bands

slatggra

Colour used to fill prediction band on the median (VP@®jnk

npde)
Colour used to plot the predicted median (VPC, npde) ineidhr
Colour used to plot lower and upper quantiles slategray4

c("reswsres.vs.pred"
scatterplot versus predictioridjst.qqgplot”,"dist.hist")
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Parameter Description Default value
Ity.Imed Line type used to plot the predicted median (VPC, npde) 2
Ity.Ipi Line type used to plot lower and upper quantiles 2
lwd.Imed Line width used to plot the predicted median (VPC, npde) 1
Iwd.lpi Line width used to plot lower and upper quantiles 1

Graphical options for VPC and residual plots

bands

approx.pi

vpc.method

vpc.bin
vpc.interval

vpc.breaks

vpc.extreme

pi.size

vpc.lambda

vpc.beta

bands.rep

Whether prediction intervals should be plotted TRUE

If TRUE, samples from\((0,1) are used to plot predictionTRUE

intervals, while ifFALSE, prediction bands are obtained us-

ing pd/npde computed for the simulated data

Method used to bin points (one of "equal”, "width", "user“equal”

or "optimal"); at least the first two letters of the methodahee

to be specified

Number of binning intervals 10
0.95

user-defined breaRsULL

Size of interval

Vector of breaks used with
(vpc.method="user")

Can be set to a vector of 2 values to fine-tune the deULL
haviour of the binning algorithm at the boundaries; spec-
ifying ¢(0.01,0.99) with the "equal" binning method and
vpc.bin=10 will create 2 extreme bands containing 1% of
the data on the X-interval, then divide the region within the
two bands into the remaining 8 intervals each containing
the same number of data; in this case the intervals will all
be equal except for the two extreme intervals, the size of
which is fixed by the user; complete fine-tuning can be ob-
tained by setting the breaks with the vpc.method="user"
Width of the prediction interval on the quantiles 0.95
Value of lambda used to select the optimal number of biGs3
through a penalised criterion

Value of beta used to compute the variance-based criterib@
(Jopt,beta(l)) in the clustering algorithm

Number of simulated datasets used to compute predictRH0

bands
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Appendix - Theophylline example

R commands to run the theophylline example

The R commands used to run the theophylline example (witldét@frames included in the
npde library) are given below. Simply copy and paste to yose&sion to execute.

library(npde)

data(theopp)

data(simtheopp)

xtheo<-autonpde(namobs=theopp,namsim=simtheopp,
iid=1,ix=3,ly=4,namsav="results/theo_nocov",units=I ist(x="hr",y="mg/L"))

plot(xtheo)
plot(xtheo,plot.type="data")
plot(xtheo,plot.type="vpc")
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The data

Below, the data for the first two subjects in the NONMEM data il shown:

1 4.02 0. . 79.6
1 0.25 2.84
1 0.57 6.57
1 112 10.5
1 2.02 9.66
1 3.82 8.58
1 5.1 8.36
1 7.03 7.47
1 9.05 6.89
1 12.12 5.94
1 24.37 3.28
2 44 0. . 72.4
2 27 1.72
2 52 791
2 1. 8.31
2 1.92 8.33
2 35 6.85
2 5.02 6.08
2 7.03 5.4
2 9. 4.55
2 12. 3.01
2 24.3 .90
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Control file used for the NONMEM analysis

$PROB THEOPHYLLINE = POPULATION DATA
SINPUT ID DOSE=AMT TIME DV WT
$DATA theopp.tab

$SUBROUTINES ADVAN2 TRANS2

$PK
‘THETA(1)=MEAN ABSORPTION RATE CONSTANT (I/HR)
‘THETA(2)=MEAN ELIMINATION RATE CONSTANT (1/HR)
‘THETA(3)=SLOPE OF CLEARANCE VS WEIGHT RELATIONSHIP (LITRS/HR/KG)
CALLFL=1
KA=THETA(L)*EXP(ETA(L))
V=THETA(2*EXP(ETA(2))
K=THETA(3)*EXP(ETA(3))
CL=K*V
S2=v

$ERROR
SLOP=THETA(4)
SINT=THETA(5)
IPRED=F
W=SLOP*F+SINT
Y=F+W*EPS(1)
IRES=IPRED-DV
IWRES=IRES/W

$THETA (.1,3,5) (0,0.5,) (.004,1,2) (0,0.2,) (0,0.1,)
$OMEGA 0.2

$OMEGA BLOCK(2) 0.2 0.05 0.2

$SIGMA 1 FIX

$EST NOABORT METHOD=COND INTERACTION MAXEVAL=2000 PRINT=
$cov
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Results obtained with NONMEM

*kkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkkkkkkkhkkkkkkhkdxk kkkkkkkkkkkkkkkkkkkkhkkkhkkkkkkhkhkkx

*kkkkkkkkk Fkkkkkkkk

merorpes MINIMUM VALUE OF OBJECTIVE FUNCTION ek

*kkkkkkkkk *kkkkkkkk

kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkhkhkkkkkkkkkkkkkk Fkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkkx

*kkkkkkkkkkkkkkkkkkhkhkkkkk 86 66 4 *kkkkkkkkkkkkkkkkk *kkkkkkkkkkkkkkkkkkkkkx

kkkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkkkkkkkhkkkkkkhkdxkx kkkkkkkkkkkkkkkkkkkkhkkkhkkkkkkhkhkkx

*kkkkkkkkk kkkkkkkkk

*kkkkkkkkk kkkkkkkkkk
FINAL PARAMETER ESTIMATE

*kkkkkkkkk kkkkkkkkk

*kkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkkkkkkkhkkkkkkhkdxkx kkkkkkkkkkkkkkkkkkkkhkkkhkkkkkkhkrkkx

THETA - VECTOR OF FIXED EFFECTS PARAMETERS  #rkenk

TH 1 TH 2 TH 3 TH 4 TH 5
151E+00 4.60E-01 8.73E-02 8.81E-02 2.58E-01

OMEGA - COV MATRIX FOR RANDOM EFFECTS - ETAS it

ETAl ETA2 ETA3
ETAl
+ 4.43E-01
ETA2
+ 0.00E+00 1.45E-02
ETA3
+ 0.00E+00 1.62E-02 1.82E-02

SIGMA - COV MATRIX FOR RANDOM EFFECTS - EPSILONS ****

EPS1
EPS1
+ 1.00E+00
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NONMEM control file used for the simulations

$PROB THEOPHYLLINE = POPULATION DATA
SINPUT ID DOSE=AMT TIME DV WT
$DATA theopp.tab

$SUBROUTINES ADVAN2 TRANS2

$PK
‘THETA(1)=MEAN ABSORPTION RATE CONSTANT (I/HR)
‘THETA(2)=VOLUME OF DISTRIBUTION (LITERS)
‘THETA(3)=MEAN ELIMINATION RATE CONSTANT (1/HR)
CALLFL=1
KA=THETA(L*EXP(ETA(L))
V=THETA(2*EXP(ETA(2))
K=THETA(3)*EXP(ETA(3))
CL=K*V
S2=v
$ERROR
SLOP=THETA(4)
SINT=THETA(5)
IPRED=F
W=SLOP*F+SINT
Y=F+W*EPS(1)
FSIM=Y

$THETA 1.51 0.46 0.0873 0.0881 0.258
$OMEGA 0.443

$OMEGA BLOCK(2) 0.0145 0.0162 0.0182
$SIGMA 1 FIX

$SIMULATION (82015831) ONLYSIM SUBPROBLEMS=100
$TABLE ID TIME FSIM IPRED NOPRINT NOHEADER NOAPPEND FILEssiheopp.tab
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Simulated data

Below, the first few lines of the simulated data file createdh®sy previous control file are

shown:

1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
1.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00
2.0000E+00

0.0000E+00 -9.0212E-02 0.0000E+00
2.5000E-01 2.2892E+00 2.5691E+00
5.7000E-01 4.2279E+00 4.6287E+00

1.1200E+00
2.0200E+00
3.8200E+00
5.1000E+00
7.0300E+00
9.0500E+00
1.2120E+01
2.4370E+01
0.0000E+00
2.7000E-01

5.2000E-01

1.0000E+00
1.9200E+00
3.5000E+00
5.0200E+00
7.0300E+00
9.0000E+00
1.2000E+01
2.4300E+01

5.4979E+00
7.9173E+00
5.3943E+00
4.3926E+00
5.0335E+00
3.3301E+00
3.3686E+00
6.0324E-01
2.0597E-01
2.3492E+00
4.4722E+00
5.7317E+00
8.6685E+00
9.6393E+00
7.9179E+00
6.7075E+00
5.4641E+00
5.0094E+00
2.0761E+00

6.3074E+00
6.8719E+00
6.1422E+00
5.4793E+00
4.5902E+00
3.8114E+00
2.8730E+00
9.3011E-01
0.0000E+00
3.1259E+00
5.1687E+00
7.5603E+00
9.1770E+00
8.9901E+00
8.1473E+00
7.0363E+00
6.0802E+00
4.8659E+00
1.9518E+00

This dataset contains the following columns: patient IDsifia), time (xsim), simulated data
(ysim), individual predictions. The program only uses tingtf8 columns.
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Saved results

first lines of this file, corresponding to the first 2 subjects shown below:

id xobs

1

S R S R O S A I S R S\ I S S I e o e R o T e T e B

0.25
0.57
112
2.02
3.82
51

7.03
9.05

yobs
2.84
6.57
105
9.66
8.58
8.36
7.47
6.89

12.12 5.94
24.37 3.28

0.27
0.52
1
1.92
3.5
5.02
7.03
9

12
24.3

1.72
791
8.31
8.33
6.85
6.08
5.4
4.55
3.01
0.9

ypred
2.9238643
4.6822991
6.264357
6.986255
6.511039
5.895675
5.064736
4.302909
3.29402
1.16874348
3.39568076
5.222963
6.984615
7.707843
7.47791
6.43454
5.612031
4.862751
3.771684
1.2906205

npde
0.125661346855074
2.05374891063182
2.32634787404084
0.524400512708041
0.253347103135800
0.674489750196082
1.64485362695147
0.772193214188685
1.75068607125217
2.32634787404084

pd
0.55
0.85
0.99
0.98
0.93
0.96
0.97
0.99
0.99
0.99

-0.994457883209753  0.16

2.32634787404084

0.674489750196082 0.71

0.9

-0.305480788099397 0.64

-1.55477359459685
-0.80642124701824

0.33
0.43

-0.279319034447454  0.48

0.100433720511470 0.43

-0.279319034447454  0.26
-0.553384719555673 0.31

In the example, the results from the R script are saved to adlledtheophylline.npde. The
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